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Multiple OLS Regression



Log of Violent Crime Rate on Poverty Rate



• Equation of the line: ŷ = 5.10 + 0.5(poverty rate)

• Moderate positive relationship that was statistically 
significant (standardized B=.39, p<.01)

• Model explains 15% of the variance (R2=.15, p<.01)

Previous Regression Results



Log of Violent Crime Rate on Temperature



ŷ = 4.83 + .02(temperature)
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A Common Mistake



One dependent and two or more independent 
variables: 

ŷ = β0 + β1x + β2x

y = β0 + β1x + β2x + e

Multiple Regression



Correlation Matrix



Explaining Multiple Regression
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Adjusting for the Overlap



Analyze > Regression > Linear



Multiple Regression Output



• An effect can stay the same

• An effect can increase in size

• An effect can decrease in size

• An effect can disappear

• An effect can change direction

X1 controlling for X2



• Multiple regression always has one variable 
controlling for the effect of another, and vice versa.

• What we call the control variable depends on our 
intent

– An independent variable is of theoretical interest 
(specified in our hypothesis).

– A control variable is included in the model but 
does not contribute to the theory.

• The computer does not distinguish between an 
independent and control variable. 

“Control”
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ŷ = 4.73 + .03(poverty rate) + .01(temperature)
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A Complex Model



The minimum of the following:

k = 
N−50

8

k = N – 104

where N=number of observations and k=number of 
variables.

Derived from Tabachnick, B.G., & Fidell, L.S. (2007). Using multivariate statistics (5th ed.). Boston: Pearson.

How Many Variables?



• Multiple regression builds on the principles of simple 
regression to allow the creation of models with two 
or more independent variables.

• The need to remove correlational effects among 
independent variables creates results that are 
different from simple regression.

• “Once you can do three, you can do them all.”

The End


