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ENHANCING REGRESSION IN 

SPSS, PART II:

VARIATIONS IN REGRESSION 

ANALYSIS AND NON-RESPONSE 

ANALYSIS



 Start with no variables in 
the model

 Add the most significant 
variable from the pool of 
variables selected

 Continue adding until all 
statistically significant 
variables are added to the 
model

Forward Stepwise

 Begin with all variables in 
model

 Remove the least 
statistically significant 
variable

 Continuing removing 
variables until all remaining 
variables are statistically 
significant

Backward Stepwise

STEPWISE REGRESSION



COMMAND DIALOG BOX



STEPWISE OUTPUT



MODEL PERFORMANCE



 Analysis is always guided by a theoretical 

or conceptual framework

 Proper use

◦ Exploratory analysis

◦ Reduce the number of legitimate variables

◦ Multicollinearity

Why Not Use Stepwise Regression 

All the Time?



REGRESSION BY REGION



MODEL PERFORMANCE BY 

REGION



APA TABLE



DATA > SPLIT FILE



SPLIT FILE COMMAND 



NON-RESPONSE 
ANALYSIS



 Only 1735 of 3143 counties report a 

crime rate

 55.2% response rate

U.S. COUNTY CRIME RATES



IDENTIFYING MISSING DATA



REGRESSION FOR NON-

RESPONDING COUNTIES



1. Determine the relationship among using 
random samples of observations with no 
missing data (e.g., 10-20% random 
samples).

2. Do Step 1 several times, e.g., 5-10 times.

3. Estimate the value of missing data using 
each of the models. This gives multiple 
estimates per missing observation.

4. Insert the average of predicted estimates 
for missing data.

5. Do the regular analysis.

MULTIPLE IMPUTATION



 Against:  

◦ You are making up data. 

◦ The results of the observations lacking missing data.

 For: 

◦ The bias caused by removing the observation may be 
worse than the harm caused by imputation. 
Sometimes imputation may actually be right.

◦ The use of multiple imputations creates a range of 
values. If you believe in the theory of sampling, the 
average value of the estimates may be a truer 
estimate than any single estimate.

TO IMPUTE OR NOT IMPUTE



 Relying on regression output alone is not 

enough—we need to look beyond the 

fitted line and examine the residuals and 

influence statistics.

 Stepwise regression and regressions on 

subsamples can improve our analysis.

 Missing data can introduce biases into an 

analysis, some of which can be fixed by 

using a multiple imputation technique.

WHAT WE LEARNED


